FIN 40230/70230

Prof. Barry Keating

Business Forecasting
Regression Tree / Knn Exercise
Purpose: To learn how to build a “good” regression tree for prediction purposes.  


Go to the website for this course and download the file “Boston_Housing.xls”.  Use it in conjunction with XLMiner © to answer the following questions.  Hand in your work on the required date.

a) We are going to build a regression tree for predicting the dependent variable “medv” in the Boston_Housing data set.  Partition the Boston data into the three data sets, training (50%), validation (30%), and test (20%) using the random number seed 12345.  Using this partition, we are going to build a progression of more and more dense regression trees using all 13 input variables in the Boston Data set.  
The tuning parameter for our trees is going to be the “minimum number of records in a terminal node.”  Let us denote this minimum number of records by 
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.  First let 
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= 40. Set the maximum number of levels to display in tree drawings to be 5 (the default).  Produce a full tree and a pruned tree for this setting of the tuning parameter.  
Do the same for the following values of the tuning parameter: 
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 = 25, 10, and 5.  
Print these trees out and hand them in with this exercise.  Explain the effect that the tuning parameter has on the thickness (complexity) of the “training” tree and the eventual pruned tree.

b) Given a “training” tree, explain to me, how XLMiner goes about selecting the best pruned tree.      

c) Using the validation data set scores, fill in the following table:

Min # Records in Terminal Node   # Decision Nodes in Pruned Tree    Validation RMSE
        40

                                25

                                10

         5


From a pure prediction perspective, which pruned tree do you prefer?  From the perspective of choosing a tree that is easy to explain to a lay person and, at the same time, has decent predictive power, which model do your prefer?  Explain your answer.  

d) Now try a K-Nearest Neighbor and fill in the following table:

Best Model on Validation Data Set

RMSE

Best K-Nearest Neighbors

Best Regression Tree


Which of these models performed best overall?
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